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a b s t r a c t

A new approach to the design of flux-corrected transport (FCT) algorithms for continuous
(linear/multilinear) finite element approximations of convection-dominated transport
problems is pursued. The algebraic flux correction paradigm is revisited, and a family of
nonlinear high-resolution schemes based on Zalesak’s fully multidimensional flux limiter
is considered. In order to reduce the cost of flux correction, the raw antidiffusive fluxes
are linearized about an auxiliary solution computed by a high- or low-order scheme. By vir-
tue of this linearization, the costly computation of solution-dependent correction factors is
to be performed just once per time step, and there is no need for iterative defect correction
if the governing equation is linear. A predictor–corrector algorithm is proposed as an alter-
native to the hybridization of high- and low-order fluxes. Three FEM-FCT schemes based on
the Runge–Kutta, Crank–Nicolson, and backward Euler time-stepping are introduced. A
detailed comparative study is performed for linear convection–diffusion equations.

� 2008 Elsevier Inc. All rights reserved.
1. Introduction

Numerical solutions to convection-dominated flow problems are frequently corrupted by spurious oscillations or exces-
sive numerical diffusion. The first scheme to ensure positivity/monotonicity even in the limit of pure convection was the
flux-corrected transport (FCT) algorithm of Boris and Book [2,3].

The basic idea behind the classical FCT methodology is as follows:

(1) Advance the solution in time by a low-order scheme that incorporates enough numerical diffusion to suppress under-
shoots and overshoots.

(2) Correct the solution using antidiffusive fluxes limited in such a way that no new maxima or minima can form and exist-
ing extrema cannot grow.

Predictor–corrector algorithms of this kind can be classified as diffusion–antidiffusion (DAD) methods [7]. The job of the
numerical diffusion built into the low-order scheme is to enforce the positivity constraint and provide good phase accuracy.
The limited antidiffusive correction is intended to reduce the amplitude errors in a local extremum diminishing manner.

A more general approach to the design of high-resolution schemes is based on blending (hybridization) of high- and low-
order flux approximations. As a rule of thumb, the former is supposed to be used in regions of smoothness and the latter in
. All rights reserved.
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the neighborhood of steep fronts. The weighting factor for the hybrid flux approximation is chosen so as to enforce physical
or mathematical constraints related to some known properties of analytical solutions (positivity, monotonicity, nonincreas-
ing total variation). A fully multidimensional FCT algorithm of this type was proposed by Zalesak [33] who constrained the
positive and negative antidiffusive fluxes so as to control the net increment to the solution value at each grid point. We refer
to [34] for a detailed presentation of the underlying design philosophy and further developments.

Following the advent of FCT in the 1970s, many other high-resolution schemes have been developed and backed by math-
ematical theory. Harten’s total variation diminishing (TVD) methods [11] are also based on an algebraic hybridization of high-
and low-order fluxes. Schemes like MUSCL, PPM, and ENO/WENO represent higher-order extensions of the Godunov method
[9] that involve polynomial reconstruction from cell averages and slope limiting [1]. This geometric approach has become
very popular in the context of finite difference, finite volume, and discontinuous Galerkin (DG) methods. However, slope-
limited polynomial reconstruction has no natural counterpart in the realm of continuous (linear and multilinear) finite ele-
ments, whereas ‘algebraic’ flux correction of FCT or TVD type is still feasible [20].

The development of high-resolution FEM on the basis of FCT dates back to the explicit algorithms of Parrott and Christie
[27] and Löhner et al. [23,24]. Several implicit FEM-FCT schemes were published by the author and his coworkers
[16,18,19,26]. The rationale for the use of an implicit time discretization stems from the fact that the CFL stability condition
becomes prohibitively restrictive in the case of strongly nonuniform velocity fields and/or locally refined meshes. Woodward
and Colella [31, p. 119] conclude that ‘‘adaptive grid schemes have a major drawback – they demand an implicit treatment of
the flow equations.” This statement reflects a widespread prejudice that implicit schemes are computationally expensive. As
a matter of fact, the cost of an implicit algorithm depends on the choice of iterative methods, parameter settings, and stop-
ping criteria. If the time step is very small, then a good initial guess is available and the sparse linear system can be solved
with 1–2 iterations of the Jacobi or Gauß-Seidel method. Thus, the cost per time step approaches that of an explicit finite dif-
ference or finite volume scheme. As the time step increases, so does the number of iterations, and more sophisticated linear
algebra tools (smoothers, preconditioners) may need to be employed.

If the antidiffusive fluxes depend on the unknown solution, an iterative solution strategy is adopted. In essence, the non-
linear algebraic system is replaced by a sequence of linearized ones in which the antidiffusive term is evaluated using the
previously computed data. Sometimes, too many flux/defect correction cycles are required to obtain a converged solution,
especially if the Courant number is large and the contribution of the consistent mass matrix cannot be neglected. The use
of a discrete Newton method [26] makes it possible to accelerate convergence but the computational cost per time step
is still rather high as compared to that of a fully explicit algorithm. This is unacceptable since the time step for FCT must
be relatively small for accuracy reasons.

In order to reduce the cost of implicit flux correction, it is possible to compute the (unconstrained) high-order solution
and use it to linearize the raw antidiffusive flux [18,23,26]. However, an implicit computation of the high-order predictor
is expensive (or even impossible) due to the unfavorable properties of the discrete transport operator. In the present paper,
we linearize the antidiffusive flux about the end-of-step solution computed by an explicit or implicit low-order scheme. This
approach proves more efficient and simplifies the design of characteristic FCT schemes for nonlinear hyperbolic systems
such as the Euler equations of gas dynamics. Furthermore, we apply limited antidiffusion to the low-order solution instead
of modifying the algebraic system and solving it again. That is, we go back to the roots of FCT and adopt a predictor–corrector
strategy of diffusion–antidiffusion type. Reportedly, such algorithms possess better phase accuracy than those based on
hybridization [7].

Benchmark problems from [22] are used to evaluate the performance of explicit and implicit FEM-FCT schemes with flux
linearization about the low-order predictor. In the explicit case, the use of a TVD Runge–Kutta time-stepping method [10]
ensures positivity preservation, whereas no such proofs are available for the classical FEM-FCT algorithm [23,24] based
on a two-step Taylor–Galerkin method. The numerical study to be presented demonstrates that the linearized Crank–Nicol-
son and backward Euler FCT schemes are 2–30 times faster than their nonlinear counterparts. Moreover, the computational
cost per time step is comparable to that for Runge–Kutta FCT, although no attempt was made to optimize the parameter set-
tings for the iterative solver.
2. Design criteria

As a model problem, consider a first-order hyperbolic equation that describes conservation of a scalar quantity u in a
bounded domain X
@u
@t
þr � fðuÞ ¼ 0 in X; ð1Þ
where fðuÞ is an inviscid flux function. A boundary condition is prescribed at the inlet C�, where the velocity vector v ¼ f 0ðuÞ
is pointing into X
uðxÞ ¼ gðxÞ 8x 2 C�: ð2Þ
The initial condition for the problem to be solved is given as a function of x
uðx;0Þ ¼ u0ðxÞ 8x 2 X: ð3Þ
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Scalar transport equations are known to preserve positivity in the sense that
u0ðxÞP 0 8x 2 X) uðx; tÞP 0 8x 2 X 8t > 0: ð4Þ
This property guarantees that densities, temperatures, concentrations, and similar quantities remain nonnegative. A good
numerical scheme should also preserve the sign of the initial data if this constraint is dictated by the physics.

2.1. Space discretization

After the discretization in space by a finite difference, finite volume or finite element ‘method of lines’, the solution uðx; tÞ
is approximated by a set of time-dependent nodal values uiðtÞ that correspond to pointwise values, cell averages or coeffi-
cients of polynomial basis functions, respectively. The vector of unknowns satisfies a system of differential-algebraic
equations
MC
du
dt
¼ Cu; ð5Þ
where MC ¼ fmijg is the so-called mass matrix and C ¼ fcijg is the matrix of coefficients that result from the discretization of
the term r � f. The coefficients of C depend on the computational mesh, on the flux function f, and on the choice of the
numerical method. They may also depend on the unknown solution if the governing equation and/or the numerical scheme
is nonlinear.

In the case of a finite element discretization, a diagonal mass matrix ML can be constructed using the technique known as
row-sum mass lumping
ML ¼ diagfmig; mi ¼
X

j

mij 8i; ð6Þ
where mij are the coefficients of the consistent mass matrix MC . The lumped-mass version of (5) is a system of ordinary dif-
ferential equations
mi
dui

dt
¼
X

j

cijuj: ð7Þ
As a rule, the coefficient matrix C is sparse, since only nearest neighbors of a given mesh point make a nonzero contribution
to the right-hand side of (7).

In the course of discretization, the nonnegativity property (4) of the continuous problem may be lost. A semi-discrete
scheme is positivity-preserving if
uið0ÞP 0 8i) uiðtÞP 0 8i 8t > 0: ð8Þ
A sufficient condition for discretization (7) to be positivity-preserving is
mi > 0; cij P 0 8i 8j – i: ð9Þ
Under this condition, the right-hand side of (7) is nonnegative if uiðtÞ ¼ 0 and ujðtÞP 0 8j – i. This implies that ui may only
increase with time
ciiui ¼ 0; cijuj P 0 8j) dui

dt
P 0:
To avoid a common misunderstanding, we remark that the numerical solution is not forced to be positive if 9j – i such that
ujð0Þ < 0. Positivity preservation means that the numerical scheme cannot produce nonphysical negative values. Likewise, a
nonpositive initial solution is required to preserve its sign, so that no overshoots are generated. Source or sink terms require
special consideration since they may reverse the sign of analytical and numerical solutions alike.

If the entries of C sum to zero, then cii ¼ �
P

j–icij and (7) can be written as
mi
dui

dt
¼
X
j – i

cijðuj � uiÞ: ð10Þ
A positivity-preserving scheme of this form proves local extremum diminishing (LED). If a maximum is attained at point i then
ui P uj 8j – i, whence
cijðuj � uiÞ 6 0 8j – i) dui

dt
6 0:
Thus, a maximum cannot increase and, similarly, a minimum cannot decrease
cijðuj � uiÞP 0 8j – i) dui

dt
P 0:
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The LED criterion was introduced by Jameson [12] as a ‘‘convenient basis for the construction of nonoscillatory schemes on
both structured and unstructured meshes.” Note that classical FCT algorithms [2,33] are based on essentially the same design
criterion (no new maxima or minima, no growth of existing ones). In one space dimension, the LED property guarantees that
the total variation of the discrete solution is a nonincreasing function of time [12]. Thus, one-dimensional LED schemes are
total variation diminishing (TVD).

If the solution of the continuous problem may develop physical maxima and minima due to compressibility effects or
other reasons, it is certainly incorrect to demand that the discretization be LED. Therefore, the coefficient matrix C may have
nonzero row sums but (9) still ensures positivity preservation.

2.2. Time discretization

After the discretization in time, one obtains an algebraic system of the form
Aunþ1 ¼ Bun; ð11Þ
where A ¼ faijg and B ¼ fbijg are associated with the implicit and explicit part, respectively. The superscript refers to the time
level and u0

i ¼ uið0Þ 8i.
In what follows, we assume that the underlying space discretization (7) is positivity-preserving, i.e., the coefficients of ML

and C satisfy conditions (9). In order to guarantee that the fully discrete version (11) preserves positivity, an upper bound
may need to be imposed on the time step Dt ¼ tnþ1 � tn. This bound can be derived using the concept of monotone matrices
[30,32].

A regular matrix A is called monotone if all entries of A�1 are nonnegative
A�1 P 0() ðAu P 0) u P 0Þ: ð12Þ
Here and below, all matrix/vector inequalities in which the subscripts are omitted are meant to hold componentwise, unless
mentioned otherwise.

Clearly, it is impractical to compute the inverse of A and check the sign of its coefficients to prove that A is monotone.
Instead, we will consider a special class of monotone matrices that satisfy the following conditions:

� all diagonal coefficients of A are positive
aii > 0 8i; ð13Þ
� A has no positive off-diagonal entries
aij 6 0 8j – i; ð14Þ
� A is strictly diagonally dominant
X
j

aij > 0 8i: ð15Þ
These conditions are sufficient for A to be monotone ([28, p. 19]). A monotone matrix (A�1 P 0) that satisfies (14) is called
an M-matrix [30]. The M-matrix property is widely used to prove discrete maximum principles (DMP) for finite element dis-
cretizations of elliptic and parabolic problems [8,15].

By virtue of (12), a solution update of the form (11) is positivity-preserving if the coefficients of A satisfy (13)–(15) and B
has no negative entries, that is
bij P 0 8i; 8j: ð16Þ
Example 1. Let us discretize (7) in time by the two-level h-scheme
mi
unþ1

i � un
i

Dt
¼ h

X
j

cnþ1
ij unþ1

j þ ð1� hÞ
X

j

cn
iju

n
j ; ð17Þ
where 0 6 h 6 1 is an implicitness parameter. This time discretization combines the forward Euler method (h ¼ 0, first-or-
der), Crank–Nicolson scheme (h ¼ 1

2, second-order), and backward Euler method (h ¼ 1, first-order).

The system of equations (17) can be written in matrix form (11), where
A ¼ ML � hDtCnþ1; B ¼ ML þ ð1� hÞDtCn: ð18Þ
The off-diagonal coefficients of the matrices A and B are given by
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aij ¼ �hDtcnþ1
ij ; bij ¼ ð1� hÞDtcn

ij 8j – i ð19Þ
and have the right sign (aij 6 0; bij P 0) since we require that cij P 0 8j – i.
Conditions (13) and (15) for the diagonal coefficient aii are satisfied if
aii ¼ mi � hDtcnþ1
ii > hDt

X
j–i

cnþ1
ij P 0 8i: ð20Þ
The diagonal coefficient bii is nonnegative under the CFL-like condition
bii ¼ mi þ ð1� hÞDtcn
ii P 0; 8i: ð21Þ
In summary, a discretization of the form (17) is positivity-preserving if it satisfies (9) as well as restrictions (20) and (21) on
the choice of h and Dt.

Example 2. Consider an explicit Runge–Kutta time-stepping method
MLuðlÞ ¼
Xl�1

k¼0

cklðMLuðkÞ þ hklDtCðkÞuðkÞÞ; ð22Þ

uð0Þ ¼ un; unþ1 ¼ uðLÞ; l ¼ 1; . . . ; L; ð23Þ
where the parameters ckl and hkl are required to satisfy the conditions [10]
0 6 ckl 6 1;
Xl�1

k¼0

ckl ¼ 1; 0 6 hkl 6 1: ð24Þ
These conditions imply that the right-hand side of (22) is a convex combination of forward Euler predictors with Dt re-
placed by hklDt, where hkl 2 ½0;1�. It follows that (22) is positivity-preserving under condition (21) with h ¼ 0.

Gottlieb and Shu [10] call the above family of time-stepping schemes TVD Runge–Kutta methods because they preserve
the TVD property of the underlying space discretization in the 1D case. Other (non-TVD but linearly stable) Runge–Kutta
schemes can generate spurious oscillations even if the space discretization is TVD. We refer to [10] for a numerical example.

The optimal (in terms of the time step restriction and computational cost) TVD Runge–Kutta method of second order is as
follows [10]
MLuð1Þ ¼ MLun þ DtCnun; ð25Þ

MLunþ1 ¼ 1
2

MLuð1Þ þ 1
2
ðMLun þ DtCð1Þuð1ÞÞ: ð26Þ
The final solution unþ1 represents the average of the forward Euler predictor uð1Þ and a backward Euler corrector evaluated
using uð1Þ in place of unþ1.
3. Algebraic flux correction

Conditions (13)–(16) and (20), (21) may serve as algebraic constraints to be imposed on the coefficients of the numerical
scheme. These inequalities are easy to check for arbitrary discretizations in space and time. In many cases, some matrix en-
tries have wrong sign, violating the design criteria presented in the previous section. Since a one-dimensional LED scheme is
TVD, it belongs to the class of monotonicity-preserving methods [21] which can be at most first-order accurate if the coeffi-
cients cij do not depend on the unknown solution. This statement is known as the Godunov theorem [9]. Modern high-res-
olution schemes based on flux hybridization of diffusion–antidiffusion (DAD) circumvent this order barrier using flux/slope
limiters to fit coefficients to the local solution behavior. A general framework for the design of constrained high-order
approximations was presented in [17,20]. It includes a family of implicit FEM-FCT algorithms and can be classified as alge-
braic flux correction.

In this section, we explain how to enforce the positivity constraint and achieve high resolution using an algebraic flux
correction scheme. A linear or multilinear finite element discretization of equation (1) can be written as
MC
du
dt
¼ Ku; ð27Þ
where MC ¼ fmijg is the consistent mass matrix and K ¼ fkijg the discrete transport operator. The underlying variational for-
mulation and a practical approach to the computation of mij and kij can be found, e.g., in [20].

Discretization (27) is neither LED nor positivity-preserving since 9mij – 0, j – i and 9kij < 0; j – i. In order to fix this semi-
discrete scheme, let us
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� approximate the consistent mass matrix MC by its lumped counterpart ML,
� eliminate all negative off-diagonal coefficients of K by adding an artificial diffusion operator D ¼ fdijg to be designed so

that kij þ dij P 0 8j – i:

In addition, we require that D be a symmetric matrix with zero row and column sums. These properties provide consis-
tency and mass conservation.

For every pair of nonzero off-diagonal entries kij and kji, the corresponding coefficients of the artificial diffusion operator D
are given by [16,18]
dij ¼maxf�kij;0;�kjig ¼ dji 8j – i: ð28Þ
The diagonal coefficients of D are defined so as to obtain zero row sums
dii :¼ �
X
j – i

dij: ð29Þ
Symmetry follows from (28) and implies that the column sums of D are zero.
In practice, there is no need to assemble the global matrix D. Instead, artificial diffusion can be built into the discrete

transport operator K by setting
kii :¼ kii � dij; kij :¼ kij þ dij;

kji :¼ kji þ dij; kjj :¼ kjj � dij:
ð30Þ
In one dimension, this manipulation transforms a linear finite element/central difference approximation into the first-order
upwind difference [18].

Replacing MC by ML and K by L, one obtains a low-order scheme of the form
ML
du
dt
¼ Lu; ð31Þ
which is positivity-preserving but overly diffusive due to its linearity. Hence, a nonlinear antidiffusive correction is required
to achieve higher accuracy.

Since both D and MC �ML are symmetric matrices with zero row and column sums, the difference between the residuals
of systems (27) and (31)
f ¼ ðML �MCÞ
du
dt
� Du ð32Þ
can be decomposed into skew-symmetric internodal fluxes as explained below.
By virtue of (29), each component of the diffusive term Du can be written as
½Du�i ¼
X

j

dijuj ¼
X
j – i

dijðuj � uiÞ: ð33Þ
The error due to mass lumping (6) can be decomposed in a similar way
½MCu�MLu�i ¼
X

j

mijuj �miui ¼
X
j – i

mijðuj � uiÞ: ð34Þ
Due to (33) and (34) and symmetry, the error (32) admits the decomposition
fi ¼
X
j – i

fij; f ji ¼ �fij; ð35Þ
where fij stands for the raw antidiffusive flux from node j into node i
fij ¼ mij
d
dt
þ dij

� �
ðui � ujÞ: ð36Þ
Since the companion flux fji is the negative of fij, what is subtracted from one node is added to another. Every pair of fluxes
can be associated with an edge of the sparsity graph, i.e., with a pair of nonzero off-diagonal coefficients.

In the process of flux correction, every antidiffusive flux fij is multiplied by a solution-dependent correction factor
aij 2 ½0;1� and inserted into the right-hand side of (31). The flux-corrected semi-discrete scheme reads
ML
du
dt
¼ Luþ �f ; �f i ¼

X
j – i

aijfij: ð37Þ
The fluxes fij and fji ¼ �fij must be limited using the same correction factor aij ¼ aji to maintain skew-symmetry and, hence,
discrete conservation.

By construction, the high-order discretization (27) is recovered for aij ¼ 1 and its low-order counterpart (31) for aij ¼ 0.
The former setting is usually acceptable in regions where the solution is smooth and well-resolved. However, the magnitude
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of antidiffusive fluxes may need to be reduced elsewhere, so as to prevent the formation of undershoots or overshoots. The
job of the flux limiter is to find a set of solution-dependent correction factors (as close to 1 as possible) such that the fully
discrete scheme is positivity-preserving, at least for sufficiently small time steps. This scheme has the potential of being
higher than first-order accurate since it is nonlinear in the choice of aij.
4. Nonlinear FEM-FCT schemes

A family of implicit FEM-FCT algorithms was developed in [16,18,19] using the above approach to flux correction. The
time discretization of (37) was performed by the h-scheme which yields an algebraic system of the form
½ML � hDtLnþ1�unþ1 ¼ ½ML þ ð1� hÞDtLn�un þ Dt�f ðunþ1; unÞ: ð38Þ
The fully discrete form of the raw antidiffusive flux (36) is as follows:
fij ¼ ½mijðunþ1
i � unþ1

j Þ �mijðun
i � un

j Þ�=Dt þ hdnþ1
ij ðunþ1

i � unþ1
j Þ þ ð1� hÞdn

ijðun
i � un

j Þ: ð39Þ
Interestingly enough, the contribution of the consistent mass matrix consists of a truly antidiffusive implicit part and a dif-
fusive explicit part. Mass diffusion of the form ðMC �MLÞun has been used to construct the nonoscillatory low-order scheme
within the framework of explicit FEM-FCT algorithms [23].

Note that the antidiffusive term �f ðunþ1;unÞ depends on the unknown solution unþ1, even for h ¼ 0. Therefore, algebraic
system (38) is nonlinear and must be solved iteratively. Consider a sequence of approximations fuðmÞg to the flux-corrected
end-of-step solution unþ1. The current iterate uðmÞ can be used to update �f and the matrix in the left-hand side of the linear
system
AðmÞuðmþ1Þ ¼ Bnun þ Dt�f ðuðmÞ; unÞ; m ¼ 0;1; . . . ð40Þ
where AðmÞ and Bn are associated with the low-order part of (38)
AðmÞ ¼ ML � hDtLðmÞ; Bn ¼ ML þ ð1� hÞDtLn: ð41Þ
By construction, the coefficients of these matrices satisfy positivity constraints (13)–(16)) if the time step Dt is small enough
for (20) and (21) to hold.

The iteration process continues until the residuals and/or relative changes become small enough. A natural initial guess is
uð0Þ ¼ un but this implies f ð0Þij ¼ dn

ijðun
i � un

j Þ. In our experience, the fixed-point iteration (40) converges faster if the fluxes fij

are initialized using linear extrapolation
f ð0Þij ¼ ½mijðun
i � un

j Þ �mijðun�1
i � un�1

j Þ�=Dt þ dn
ijðun

i � un
j Þ: ð42Þ
Every solution update of the form (40) can be split into three steps

(1) Compute an explicit low-order approximation ~u to unþ1�h by solving
ML~u ¼ ½ML þ ð1� hÞDtLn�un: ð43Þ
(2) Apply limited antidiffusive fluxes to the intermediate solution ~u
ML�u ¼ ML~uþ Dt�f ðuðmÞ; unÞ: ð44Þ
(3) Solve the linear system for the new approximation to unþ1
½ML � hDtLðmÞ�uðmþ1Þ ¼ ML�u: ð45Þ
It is worth mentioning that the auxiliary solution ~u needs to be computed just once per time step. For h < 1, the compu-
tation of ~u is positivity-preserving under the CFL-like condition (21). No time step restrictions apply to the fully implicit
backward Euler version (h ¼ 1) because ~u ¼ un in this case.

Flux limiting in the second step is performed using Zalesak’s FCT algorithm to be presented in the next section. It is de-
signed to ensure that �u P 0 for ~u P 0. The last step (45) preserves positivity under condition (20) that ensures the diagonal
dominance of the left-hand side matrix. In summary,
un P 0) ~u P 0) �u P 0) uðmþ1Þ P 0 ð46Þ
provided that the time step Dt satisfies (20) and (21) for a given h 2 ð0;1�.

Remark. The above FEM-FCT algorithm may be used in conjunction with the Crank–Nicolson or backward Euler time-
stepping. The forward Euler version (h ¼ 0) is not to be recommended because the instability of the high-order scheme
triggers aggressive flux limiting that may result in a significant distortion of solution profiles. For this reason, a TVD Runge–
Kutta scheme, such as (25) and (26), should be employed if a fully explicit solution strategy is preferred.
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5. Multidimensional Zalesak limiter

Flux correction may be required even if there is no threat to positivity. It might happen that fij has the same sign as ~uj � ~ui.
Such fluxes flatten solution profiles instead of steepening them. As a consequence, numerical ripples may develop within the
bounds imposed on the flux-corrected solution [4].

In the original paper by Boris and Book [2] and some other FCT algorithms [25], the sign of a ‘defective’ antidiffusive flux is
reversed, and its amplitude is limited in the usual way. This trick results in a sharp resolution of discontinuities but may
distort a smooth profile, which is clearly undesirable. A safer remedy is to cancel fij if it is directed down the gradient of
~u. That is, set
fij :¼ 0; if f ijð~uj � ~uiÞ > 0: ð47Þ
This optional adjustment is called ‘prelimiting’ because it must be performed prior to the computation of the correction fac-
tors aij and flux limiting [4,33].

In the case of a finite element discretization, the contribution of the consistent mass matrix ensures better phase accuracy
but it may reverse the sign of fij, as defined in (39), or significantly increase its magnitude. For particularly sensitive prob-
lems, the following minmod prelimiting strategy is in order:
fij :¼ minmodffij;dijð~ui � ~ujÞg: ð48Þ
The MINMOD function returns zero if the two arguments have different signs. Otherwise, the argument with the smaller mag-
nitude is returned. The default value of the nonnegative coefficient dij is given by equation (28).

In the context of multidimensional FCT algorithms [33], the formula for the correction factors aij should ensure that anti-
diffusive fluxes acting in concert shall not cause the solution value �ui to exceed some maximum value ~umax

i or fall below some
minimum value ~umin

i . Assuming the worst-case scenario, positive and negative fluxes should be limited separately, as pro-
posed by Zalesak [33]

(1) Compute the sums of positive/negative antidiffusive fluxes into node i
Pþi ¼
X
j – i

maxf0; fijg; P�i ¼
X
j – i

minf0; fijg: ð49Þ
(2) Compute the distance to a local extremum of the auxiliary solution
Qþi ¼maxf0;max
j – i
ð~uj � ~uiÞg; Q�i ¼ minf0;min

j – i
ð~uj � ~uiÞg: ð50Þ
(3) Compute the nodal correction factors for the net increment to node i
Rþi ¼min 1;
miQ

þ
i

DtPþi

� �
; R�i ¼min 1;

miQ
�
i

DtP�i

� �
: ð51Þ
(4) Limit the raw antidiffusive fluxes fij and fji in a symmetric fashion
aij ¼
minfRþi ;R

�
j g; if f ij > 0;

minfR�i ;R
þ
j g; otherwise:

(
ð52Þ
This limiting strategy guarantees that (44) is positivity-preserving since
~umin
i ¼ ~ui þ Q�i 6 �ui 6 ~ui þ Qþi ¼ ~umax

i : ð53Þ
Note that the nodal correction factors R�i as defined in (51) are inversely proportional to Dt. Hence, a larger portion of fij is
retained as the time step is refined. This is the reason for the success of FCT in transient computations. On the other hand, the
use of large time steps results in a loss of accuracy, and severe convergence problems are observed in the steady state limit.

A well-known problem associated with flux limiting of FCT type is clipping [3,33]. In accordance with the FCT design phi-
losophy, the growth of local extrema is suppressed by setting aij ¼ 0 whenever Q�i ¼ 0. As a consequence, peaks lose a little
bit of amplitude at each time step. TVD methods [11] also reduce to a monotone low-order scheme at local extrema but some
geometric high-resolution schemes, such as ENO/WENO, are free of this drawback [1].
6. Linearization of antidiffusive fluxes

A major drawback of the nonlinear FEM-FCT algorithm is the need to recompute the raw antidiffusive fluxes (39) and the
correction factors (52) after every solution update. Defect correction of the form (40) keeps intermediate solutions positivity-
preserving and ensures fast convergence of inner iterations due to the M-matrix property of the low-order operator AðmÞ.
Unfortunately, the lagged treatment of limited antidiffusion results in slow convergence of outer iterations. At large time
steps, as many as 50 sweeps may be required to obtain a fully converged solution (see the numerical examples below).
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The lumped-mass version, which corresponds to (39) with mij ¼ 0, converges faster but is not to be recommended
for strongly time-dependent problems [26]. The convergence of outer iterations can be accelerated using a discrete
Newton method [26] to solve (38). However, the costly assembly of the (approximate) Jacobian operator is unlikely
to pay off in transient computations that call for the use of small time steps and, in many cases, explicit
algorithms.

The cost of an implicit FEM-FCT algorithm can be significantly reduced using a suitable linearization technique. For in-
stance, it is possible to approximate unþ1 in formula (39) by the solution uH of the high-order system
½MC � hDtKnþ1�uH ¼ ½MC þ ð1� hÞDtKn�un: ð54Þ
In this case, the right-hand side of (45) needs to be assembled just once per time step. If the continuous problem is linear,
then the left-hand side matrix does not change either, and just one iteration of the form (45) is required to obtain the end-of-
step solution unþ1. Thus, the computational effort reduces to one call of Zalesak’s limiter and two linear systems per time step
[18,26]. If the governing equation is nonlinear, so are the two systems to be solved.

In practice, it is usually much more expensive to solve (54) than (45). The main reason is the lack of the M-matrix prop-
erty which has an adverse effect on the convergence of linear solvers. As the time step increases, inner iterations may fail to
converge, even if advanced linear algebra tools are employed. A robust alternative to the brute-force approach is to compute
the high-order predictor uH using fixed-point iteration (40) with aij � 1. However, this strategy is inefficient since the flux-
limited version of (40) tends to converge faster [26].

Another possibility is to linearize fij about the solution of the low-order system
½ML � hDtLnþ1�uL ¼ ½ML þ ð1� hÞDtLn�un: ð55Þ
Unlike (54), this system can be solved efficiently but the flux-corrected solution unþ1 computed by (43)–(45) turns out too
diffusive (see [29, Section 5.2]).

A third approach to the design of linearized FEM-FCT schemes is to compute a ‘‘transported and diffused” end-of-step
solution uL and correct it explicitly, as in the case of classical diffusion–antidiffusion (DAD) methods [2,7]
MLunþ1 ¼ MLuL þ Dt�f ðuL; unÞ: ð56Þ
The provisional solution uL can be calculated using (55) or any other time discretization of (31), e.g., the explicit TVD Runge–
Kutta method (25) and (26).

The raw antidiffusive fluxes for the flux correction step (56) are defined as
fij ¼ mijð _uL
i � _uL

j Þ þ dnþ1
ij ðuL

i � uL
j Þ; ð57Þ
where _uL denotes a finite difference approximation of the time derivative. This quantity can be computed, e.g., using the
leapfrog method as applied to (27)
_uL ¼ M�1
C ½K

nþ1uL�: ð58Þ
Since the inverse of MC is full, we compute successive approximations to _uL using Richardson’s iteration preconditioned by
the lumped mass matrix [5]
_uðmþ1Þ ¼ _uðmÞ þM�1
L ½K

nþ1uL �MC _uðmÞ�; m ¼ 0;1; . . . ð59Þ
starting with _uð0Þ ¼ 0 or _uð0Þ ¼ ðuL � unÞ=Dt. Convergence is usually very fast (1-5 iterations) since the consistent mass matrix
MC is well-conditioned.

As an alternative to iterating until (59) converges, the lumped-mass approximation _uð1Þ ¼ M�1
L ½K

nþ1uL� or the correspond-
ing low-order solution
_uL ¼ M�1
L ½L

nþ1uL� ð60Þ
can be used to predict the antidiffusive flux fij. A numerical study of linearized FEM-FCT algorithms based on (58) and (60)
will be presented in Section 8.

The ‘high-order’ solution uH obtained with (56) and (57) and aij � 1 satisfies
MLuH ¼ MLuL þ Dt½ðML �MCÞ _uL � Dnþ1uL�; ð61Þ
where the vector of approximate time derivatives _uL is given by (58) or (60).
The new linearization strategy offers a number of significant advantages. First, the low-order predictor uL can be calcu-

lated by an arbitrary (explicit or implicit) time-stepping method. In the case of an implicit algorithm, iterative solvers are fast
due to the M-matrix property of the low-order operator. Second, the leapfrog time discretization of the antidiffusive flux is
second-order accurate with respect to the time level tnþ1 on which uL and fij are defined. Third, instead of three different solu-
tions (un, unþ1, and ~u) only the smooth predictor uL is involved in the computation of fij and aij for (56). No prelimiting is
required for the lumped-mass version ( _uL ¼ 0) since f L

ij ¼ dnþ1
ij ðuL

i � uL
j Þ is truly antidiffusive. For _uL – 0, this flux provides

the upper bound for minmod prelimiting (48). Also, all components of (57) admit dimensional splitting.
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7. Numerical examples

A properly designed numerical algorithm should be capable of resolving both smooth and discontinuous profiles without
excessive smoothing or steepening. To assess the accuracy and efficiency of our FEM-FCT schemes, we apply them to several
benchmark problems [20,22] that we feel are representative and challenging enough to predict how the algorithms under
investigation would behave in real-life applications. Analytical and numerical solutions are available for each test, which
makes it possible to compare the results to those produced by FCT and other high-resolution schemes [20,22].

In the comparative study that follows, we consider FEM-FCT algorithms based on the TVD Runge–Kutta, Crank–Nicolson,
and backward Euler time-stepping. These algorithms will be denoted by RK-FCT-L, CN-FCT-L, and BE-FCT-L, respectively. The
last digit refers to the type of linearization. The nonlinear version, as presented in Section 4, and its linearization about the
solution uH of (54) correspond to L ¼ 1 and L ¼ 2, respectively. Both of these algorithms are based on the h-scheme, so RK-
FCT-1 and RK-FCT-2 are not available. The new approach (57) to flux linearization is denoted by L ¼ 3 if _uL is computed from
(58) and by L ¼ 4 if (60) is employed. In the former case, the mass matrix MC is ‘inverted’ using five iterations of the form
(59). However, almost the same accuracy can be achieved by the three-pass algorithm [5].

By default, systems (45), (54) and (55) are solved by the Gauss–Seidel method. BiCGSTAB with ILU preconditioning and
Cuthill–McKee renumbering is invoked to speed up convergence at large time steps. All computations are performed on a
laptop computer using the Intel Fortran Compiler for Linux.

To quantify the difference between the (analytical or numerical) reference solution u and its approximation uh, we intro-
duce the discrete error norms
E1 ¼
X

i

mijuðxi; yiÞ � uij �
Z

X
ju� uhjdx ¼ ku� uhk1; ð62Þ

E2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX

i

mijuðxi; yiÞ � uij2
r

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiZ

X
ju� uhj2 dx

s
¼ ku� uhk2; ð63Þ
where mi are the diagonal coefficients of the lumped mass matrix ML. The goal of the numerical study to be presented was to
investigate how the above errors and the CPU times for explicit and implicit FEM-FCT schemes depend on the mesh size h,
time step Dt, and linearization technique (if any).

7.1. Solid body rotation

A standard test problem for high-resolution schemes is solid body rotation [22,33]. The problem to be solved is the linear
convection equation
@u
@t
þr � ðvuÞ ¼ 0 in X ¼ ð0;1Þ 	 ð0;1Þ; ð64Þ
which is hyperbolic and of the form (1). The incompressible velocity field
vðx; yÞ ¼ ð0:5� y; x� 0:5Þ ð65Þ
corresponds to a counterclockwise rotation about the center of X. Homogeneous Dirichlet boundary conditions are pre-
scribed at the inlets.

The exact solution to (64) and (65) reproduces the initial state u0 exactly after each full revolution. Hence, the challenge of
this test is to preserve the shape of u0 as accurately as possible. Following LeVeque [22], we consider a slotted cylinder, a
sharp cone, and a smooth hump (Fig. 1). Initially, the geometry of each body is given by a function Gðx; yÞ defined within
the circle
rðx; yÞ ¼ 1
r0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� x0Þ2 þ ðy� y0Þ

2
q

6 1
of radius r0 ¼ 0:15 centered at a point with Cartesian coordinates ðx0; y0Þ.
For the slotted cylinder, the reference point is ðx0; y0Þ ¼ ð0:5;0:75Þ and [22]
Gðx; yÞ ¼
1 if jx� x0jP 0:025 or y P 0:85;
0 otherwise:

�

The cone is centered at ðx0; y0Þ ¼ ð0:5;0:25Þ and its geometry is defined by
Gðx; yÞ ¼ 1� rðx; yÞ:
The peak of the hump is located at ðx0; y0Þ ¼ ð0:25; 0:5Þ and the shape is
Gðx; yÞ ¼ 1þ cosðprðx; yÞÞ
4

:

In the rest of the domain X, the solution of equation (64) is initialized by zero.



Fig. 1. Initial data/exact solution at the final time.
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The numerical results produced by the four Crank–Nicolson FEM-FCT schemes after one full revolution (t ¼ 2p) are pre-
sented in Fig. 2. The pictures display the shapes of the numerical solutions computed on a uniform quadrilateral mesh using
128	 128 bilinear elements and the time step Dt ¼ 10�3. Prelimiting of the form (47) was invoked in CN-FCT-1 through CN-
FCT-3, whereas CN-FCT-4 was found to produce ripple-free solutions without prelimiting.

The diagrams in Fig. 3 depict the convergence history for (62) and the total CPU time as a function of the mesh size h. It
can be seen that the linearized schemes CN-FCT-2 and CN-FCT-3 are almost as accurate as CN-FCT-1. The norms of the error
for CN-FCT-4 are larger on all meshes but decrease at a faster rate than those for CN-FCT-3. The effective order of accuracy
Fig. 2. Solid body rotation, CN-FCT schemes, Q1 elements, Dt ¼ 10�3; t ¼ 2p.
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Fig. 3. Solid body rotation, convergence history and CPU times for CN-FCT.
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p ¼ log2ðE1ðhÞ=E1ðh=2ÞÞ estimated using the data computed on the two finest meshes equals ½0:82;0:81;0:70;0:81� for CN-
FCT-1 through CN-FCT-4, respectively. This is due to the presence of a discontinuous profile which is known to have an ad-
verse effect on the actual rate of grid convergence.

A comparison of the CPU times illustrates the gain of efficiency offered by CN-FCT-3 and CN-FCT-4. The cost of CN-FCT-2
is significantly higher and even exceeds that for CN-FCT-1 on the coarsest mesh due to the slow convergence of the linear
solver for the ill-conditioned high-order system (54). In the case of CN-FCT-1, defect correction was performed as long as
required to make the residual scaled by the norm of the right-hand side smaller than 10�5.

The results in Tables 1 and 3 illustrate the performance of different time-stepping methods and linearization techniques.
For the velocity field given by (65) in the domain X ¼ ð0;1Þ 	 ð0;1Þ, the local Courant number m ¼ jvj Dt

h varies between zero
and mmax ¼ Dt

2h. The errors and CPU times are measured for the numerical solutions computed on the finest mesh (h ¼ 1=128).
The entry in the last column is the average number of outer iterations required to reach the above tolerance for CN-FCT-1. In
the case of linearized FCT schemes, there is no need for iterative defect correction anymore. This is why NIT equals 1.

For time steps as small as Dt ¼ 10�3, the second-order accurate RK-FCT and CN-FCT schemes produce essentially the same
results. Even the first-order accurate BE-FCT version yields a solution of comparable accuracy (see Table 1) because the dom-
inant part of the total discretization error is due to the space discretization. It can be seen that the new approach to flux lin-
earization reduces the difference between the cost (per time step) of explicit and implicit FEM-FCT algorithms. A further gain
of efficiency can be achieved using Jacobi-like iterative methods to update the numerical solution in a fully explicit way.

Table 2 demonstrates that the errors for BE-FCT become disproportionately large as compared to those for RK-FCT and
CN-FCT as we increase Dt by a factor of 10. Since the backward Euler method is equivalent to the first-order backward dif-
ference approximation of the time derivative, it turns out overly diffusive at large time steps. The main advantage of BE-FCT
is its unconditional stability and positivity preservation for arbitrary time steps. The poor accuracy of the results in Table 3
indicates that no time-accurate solutions can be obtained with time steps that violate the CFL stability condition in the whole
domain. However, if the Courant number m exceeds unity only in small subdomains, where the velocity is unusually large
and/or adaptive mesh refinement is performed, then a local loss of accuracy is acceptable if the use of large time steps would
make the computation much more efficient.

No results for RK-FCT and linearized CN-FCT are presented in Table 3 since these schemes turn out to be unstable for the
time step Dt ¼ 10�1 that exceeds the upper bound imposed by the CFL-like condition (21). CN-FCT-1 remains stable and
more accurate than BE-FCT but the solution is not guaranteed to be positivity-preserving. The results for BE-FCT-2 are miss-
Table 1
Solid body rotation: results for h ¼ 1=128; Dt ¼ 10�3 ; mmax ¼ 0:064.

E1 E2 CPU NIT

RK-FCT-3 1.1754e�2 5.9882e�2 127 1.0
RK-‘FCT-4 2.1913e�2 8.3066e�2 84 1.0
CN-FCT-1 1.0622e�2 5.6411e�2 343 3.5
CN-FCT-2 1.0980e�2 5.7370e�2 263 1.0
CN-FCT-3 1.1729e�2 5.9818e�2 156 1.0
CN-FCT-4 2.1902e�2 8.3045e�2 116 1.0
BE-FCT-1 1.9818e�2 7.5392e�2 280 2.5
BE-FCT-2 2.0069e�2 7.5862e�2 255 1.0
BE-FCT-3 2.1131e�2 7.9686e�2 155 1.0
BE-FCT-4 2.7443e�2 9.2886e�2 110 1.0



Table 2
Solid body rotation: results for h ¼ 1=128; Dt ¼ 10�2 ; mmax ¼ 0:64.

E1 E2 CPU NIT

RK-FCT-3 1.8289e�2 7.5075e�2 13 1.0
RK-FCT-4 2.4417e�2 8.8419e�2 8 1.0
CN-FCT-1 1.2867e�2 6.2870e�2 173 19.7
CN-FCT-2 1.3552e�2 6.5033e�2 27 1.0
CN-FCT-3 1.7018e�2 7.3535e�2 17 1.0
CN-FCT-4 2.3676e�2 8.7242e�2 13 1.0
BE-FCT-1 5.5943e�2 1.3651e�1 155 15.9
BE-FCT-2 5.6119e�2 1.3675e�1 36 1.0
BE-FCT-3 5.7247e�2 1.3966e�1 17 1.0
BE-FCT-4 5.8198e�2 1.4102e�1 13 1.0

Table 3
Solid body rotation: results for h ¼ 1=128; Dt ¼ 10�1 ; mmax ¼ 6:4.

E1 E2 CPU NIT

CN-FCT-1 7.3711e�2 1.6587e�1 54 35.0
BE-FCT-1 1.0519e�1 2.0244e�1 92 51.3
BE-FCT-3 1.0504e�1 2.0250e�1 4 1.0
BE-FCT-4 1.0506e�1 2.0251e�1 3 1.0
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ing due to the failure of the BiCGSTAB solver for the high-order system (54). At large time steps, the cost of a nonlinear FEM-
FCT algorithm becomes very high due to slow convergence of inner and outer iterations. In the case of BE-FCT-1, more than
50 flux/defect correction steps are required to advance the solution from one time level to the next in Table 3. Flux linear-
ization makes it possible to obtain the same results 30 times faster using BE-FCT-3 or BE-FCT-4.

7.2. Swirling flow

Next, we consider the same equation, the same domain, and the same initial data as before but the velocity field v is given
by [22]
vðx; y; tÞ ¼ ðsin2ðpxÞ sinð2pyÞgðtÞ;� sin2ðpyÞ sinð2pxÞgðtÞÞ; ð66Þ
where gðtÞ ¼ cosðpt=TÞ on the time interval 0 6 t 6 T. This incompressible (r � v ¼ 0) velocity field describes a swirling
deformation flow that provides a more severe test than solid body rotation with a constant angular velocity.

Since v ¼ ð0;0Þ on the boundaries of the unit square, no boundary conditions need to be prescribed in the case of pure
convection. The function gðtÞ is designed so that the flow slows down and eventually reverses its direction in such a way
that the initial profile is recovered at time t ¼ T . Thus, the analytical solution at t ¼ T is available and reproduces the con-
figuration depicted in Fig. 1 although the flow field has a fairly complicated structure.

The numerical solutions in Figs. 4 and 5 were computed by the four CN-FCT schemes using linear finite elements and
Dt ¼ 10�3. The underlying triangular mesh has the same vertices and twice as many cells as its quadrilateral counterpart
with h ¼ 1=128. The snapshots presented in Fig. 4 correspond to the time of maximum deformation t ¼ T=2 and those in
Fig. 5 to the final time T ¼ 1:5. Although the solution undergoes significant deformations in the course of simulation, the
shape of the initial data is recovered fairly well. As in the case of solid body rotation, erosion of the slotted cylinder is stron-
ger for CN-FCT-4 than for the other three schemes. On the other hand, the artificial steepening of smooth profiles is alleviated
since the linearized antidiffusive flux is smooth and does not need to be prelimited, at least in this particular test.

The error norms and CPU times for all FEM-FCT algorithms as applied to swirling flow are presented in Tables 4–6. Since
the velocity field is time-dependent, the coefficients kij and dij need to be updated after each time step. Since matrix assembly
claims a larger share of the CPU time, the difference between the cost of explicit and implicit schemes is smaller than in the
case of a stationary velocity field. In Table 4, the differences between the CPU times for RK-FCT-4, CN-FCT-4, and BE-FCT-4
are marginal since the convergence of the Gauss-Seidel solver is very fast.

At intermediate and large time steps, the convergence of implicit solvers slows down but this is the price to be paid for
robustness. Tables 5 and 6 summarize the results for Dt ¼ 10�2 and Dt ¼ 10�1. Both explicit RK-FCT algorithms turned out
unstable, and the linear solver for BE-FCT-2 failed in the latter test. Again, the new approach to flux linearization proved very
efficient as compared to the nonlinear version and the one based on a high-order predictor. The associated loss of accuracy is
acceptable, especially in the case of BE-FCT.

7.3. Convection–diffusion

To study the interplay between physical and numerical diffusion, we apply the four Crank–Nicolson FEM-FCT algorithms
to the parabolic equation



Fig. 4. Swirling deformation, CN-FCT schemes, P1 elements, Dt ¼ 10�3; t ¼ 0:75.

Fig. 5. Swirling deformation, CN-FCT schemes, P1 elements, Dt ¼ 10�3; t ¼ 1:5.
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Table 4
Swirling deformation: results for h ¼ 1=128; Dt ¼ 10�3; t ¼ 1:5.

E1 E2 CPU NIT

RK-FCT-3 1.4440e�2 6.6023e�2 45 1.0
RK-FCT-4 2.4558e�2 8.9130e�2 36 1.0
CN-FCT-1 1.2043e�2 5.8858e�2 122 5.6
CN-FCT-2 1.3049e�2 6.1370e�2 60 1.0
CN-FCT-3 1.4300e�2 6.5626e�2 50 1.0
CN-FCT-4 2.4493e�2 8.8983e�2 42 1.0
BE-FCT-1 2.4606e�2 8.4485e�2 112 4.8
BE-FCT-2 2.5185e�2 8.5713e�2 60 1.0
BE-FCT-3 2.5334e�2 8.5644e�2 49 1.0
BE-FCT-4 3.1814e�2 1.0039e�1 41 1.0

Table 5
Swirling deformation: results for h ¼ 1=128; Dt ¼ 10�2; t ¼ 1:5.

E1 E2 CPU NIT

CN-FCT-1 2.2380e�2 8.1277e�2 38 17.9
CN-FCT-2 2.3670e�2 8.4051e�2 10 1.0
CN-FCT-3 2.4119e�2 8.6538e�2 6 1.0
CN-FCT-4 2.8809e�2 9.6268e�2 5 1.0
BE-FCT-1 6.4479e�2 1.4867e�1 53 21.1
BE-FCT-2 6.4621e�2 1.4885e�1 11 1.0
BE-FCT-3 6.3877e�2 1.4760e�1 6 1.0
BE-FCT-4 6.4827e�2 1.4907e�1 5 1.0

Table 6
Swirling deformation: results for h ¼ 1=128; Dt ¼ 10�1; t ¼ 1:5.

E1 E2 CPU NIT

CN-FCT-1 6.3013e�2 1.3422e�1 12 24.1
CN-FCT-3 6.4958e�2 1.3829e�1 1 1.0
CN-FCT-4 6.3189e�2 1.3556e�1 1 1.0
BE-FCT-1 1.1173e�1 2.0886e�1 11 17.7
BE-FCT-3 1.1155e�1 2.0870e�1 1 1.0
BE-FCT-4 1.1155e�1 2.0870e�1 1 1.0
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@u
@t
þr � ðvu� �ruÞ ¼ 0 in X ¼ ð�1;1Þ 	 ð�1;1Þ; ð67Þ
where v ¼ ð�y; xÞ is the velocity field and � ¼ 10�3 is the diffusion coefficient.
The initial and boundary conditions are defined using an analytical solution that describes convection and diffusion of a

rotating Gaussian hill [20]
uðx; tÞ ¼ 1
4p�t

e�
r2
4�t; r2 ¼ ðx� x̂Þ2 þ ðy� ŷÞ2; ð68Þ
where x̂ and ŷ are the time-dependent coordinates of the moving peak
x̂ðtÞ ¼ x0 cos t � y0 sin t; ŷðtÞ ¼ �x0 sin t þ y0 cos t:
Since uðx;0Þ ¼ dðx0; y0Þ; where d is the Dirac delta function, it is worthwhile to start the numerical simulation at t0 > 0. As
time goes on, diffusion smears the sharp peak and flux limiting becomes redundant. The purpose of this test is to investigate
how our FEM-FCT algorithms can handle such situations.

Because of phase errors, the peak of an approximate solution uh may be displaced. Its Cartesian coordinates x̂h ¼ ðx̂h; ŷhÞ
can be estimated as follows:
x̂hðtÞ ¼
Z

X
xuhðx; tÞdx; ŷhðtÞ ¼

Z
X

yuhðx; tÞdx:
The smearing caused by physical and numerical diffusion is quantified via
r2
hðtÞ ¼

Z
X

r2
huhðx; tÞdx; r2

h ¼ ðx� x̂hÞ2 þ ðy� ŷhÞ2:
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The difference between r2
h and the variance r2 ¼ 4�t of the exact solution (68) to the above problem defines the relative dis-

persion error
EdispðtÞ ¼
r2

hðtÞ � r2ðtÞ
r2ðtÞ ¼ r2

hðtÞ
4�t

� 1:
Positive values of Edisp imply that a given solution is too diffusive, while negative dispersion errors indicate that some phys-
ical diffusion is offset by numerical antidiffusion inherent to a nondissipative space discretization.

As a direct measure of peak clipping, we introduce the relative amplitude error
EpeakðtÞ ¼
umax

h ðtÞ � umaxðtÞ
umaxðtÞ ¼ umax

h ðtÞ
umaxðtÞ � 1;
where umax and umax
h denote the global maxima of the analytical and numerical solutions, respectively. The value of Epeak is

positive if the top of the rotating Gaussian hill is too high and negative in the presence of clipping effects.
The numerical experiment begins at t0 ¼ p=2 with a peak located at the point ðx0; y0Þ ¼ ð0:0;0:5Þ. The initial shape of the

Gaussian hill and the numerical solution produced by CN-FCT-4 after one full revolution (t ¼ 5p=2) are displayed in Fig. 6.
This simulation was performed on a uniform mesh of bilinear elements using h ¼ 1=128 and Dt ¼ 10�3. Flux correction was
applied to the convective part of the discrete transport operator, whereas the diffusive part was left unchanged. While the
latter is of nonnegative type (on such a regular mesh), the Galerkin discretization of the convective term is too antidiffusive.
Therefore, it is not desirable to minimize the amount of artificial diffusion in this example. On the other hand, physical dif-
fusion may be taken into account if some background dissipation is already included in the high-order scheme.

The convergence history and CPU times for t ¼ 5p=2 and Dt ¼ 10�3 are presented in Fig. 7. Surprisingly enough, the con-
vergence of the nonlinear version slows down as the mesh is refined. On the finest mesh, the solution obtained with CN-FCT-1
is even less accurate than that produced by CN-FCT-4. The difference between the corresponding CPU times is about 50%,
which is not as much as in the case of solid body rotation. The convergence behavior of all linearized FEM-FCT schemes is sat-
isfactory. In this test, the estimated order of accuracy p ¼ log2ðE1ðhÞ=E1ðh=2ÞÞ equals ½1:3;2:5;2:4;2:7� for the solutions com-
puted with CN-FCT-1 through CN-FCT-4 on the two finest meshes. Remarkably, the cheapest algorithm converges at the
fastest rate which is higher than second order. It is well known that the presence of the consistent mass matrix makes the
1D Galerkin discretization of pure convection problems fourth-order (!) accurate on a uniform mesh of linear finite elements
(see [6, p. 96]). This leads to a significant gain of accuracy as compared to centered finite difference or finite volume schemes.
While fourth-order accuracy is no longer guaranteed for multidimensional problems, nonsmooth data, and nonuniform
meshes or velocity fields, mass lumping tends to degrade the accuracy of transient solutions. Likewise, the definition of
_uL – 0 has a strong influence on the final solution. The use of a low-order approximation in CN-FCT-4 makes it more efficient
but less accurate than CN-FCT-3.

Fig. 8 shows how the relative dispersion and amplitude errors vary with the mesh size. On the coarsest mesh, all four
schemes produce rather diffusive results. Although the peak height predicted by CN-FCT-3 turns out to be very accurate, fur-
ther mesh refinement reveals that this is just a coincidence. On finer meshes, the relative errors Edisp and Epeak approach zero
in a monotone fashion. The slightly antidiffusive behavior of CN-FCT-1 through CN-FCT-3 is due to the nondissipative nature
of the underlying Galerkin method. While peak clipping is pronounced on coarse meshes, this hardly justifies the use of ad
hoc adjustments that increase the complexity of the algorithm and/or may lead to a loss of positivity. The presented results
indicate that linearized FEM-FCT schemes offer a good balance between cost and accuracy when applied to unsteady con-
vection–diffusion equations with small diffusion coefficients.
Fig. 6. Snapshots of the Gaussian hill: Q1 elements, h ¼ 1=128; Dt ¼ 10�3.
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8. Conclusions

A combination of FCT with finite elements seems to be a very fortunate choice when it comes to numerical solution of
unsteady convection-dominated transport problems. Recent comparative studies [13,14] have demonstrated that this ap-
proach is a promising alternative to conventional stabilized FEM.

In the present paper, we addressed the design of explicit and implicit FEM-FCT schemes for transient flow phenomena
dominated by convective transport. The main highlight was a new approach to linearization of raw antidiffusive fluxes.
The predictor–corrector strategy of diffusion–antidiffusion type eliminates the need for iterative flux correction and can
be combined with an arbitrary time-stepping method that preserves the positivity of the underlying space discretization,
at least for sufficiently small time steps. The new FEM-FCT schemes based on the Runge–Kutta, Crank–Nicolson, and back-
ward Euler time-stepping prove more robust and/or efficient than their predecessors proposed in [18–20]. Since flux correc-
tion needs to be performed just once per time step, an implicit approach is likely to pay off, for example, in the case of
strongly varying velocity fields and locally refined unstructured meshes.

As always, the optimal choice of the time-stepping method, of the iterative solver, and of the limiting strategy is highly
problem-dependent. Algebraic flux correction of FCT type is to be recommended for strongly time-dependent problems,
whereas multidimensional flux limiters of TVD type are available for steady-state computations [20]. Further research is re-
quired to circumvent the first-order accuracy of the unconditionally positivity-preserving backward Euler method and CFL-
like conditions that apply to second-order time discretizations. This can be accomplished, e.g., by using a local h-scheme [29]
or by blending a backward Euler predictor with a Crank–Nicolson corrector.
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